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Abstract

Purpose – This paper aims to compare different univariate forecasting methods to provide a more accurate
short-term forecasting model on the crude oil price for rendering a reference to manages.
Design/methodology/approach – Six different univariate methods, namely the classical decomposition
model, the trigonometric regression model, the regression model with seasonal dummy variables, the grey
forecast, the hybrid grey model and the seasonal autoregressive integrated moving average (SARIMA), have
been used.
Findings – The authors found that the grey forecast is a reliable forecasting method for crude oil prices.
Originality/value – The contribution of this research study is using a small size of data and comparing the
forecasting results of the six univariate methods. Three commonly used evaluation criteria, mean absolute
error (MAE), root mean squared error (RMSE) and mean absolute percent error (MAPE), were adopted to
evaluate the model performance. The outcome of this work can help predict the crude oil price.

Keywords Forecasting accuracy comparison, Univariate forecasting models, Crude oil price

Paper type Research paper

1. Introduction
Nearly one-third of global energy consumption uses crude oil, so crude oil is the most crucial
energy resource on Earth. Petroleum products are also made of refined crude oil. Crude oil is
the world’s leading fuel, and its prices have a significant influence on the global environment
and the economy.

The Organization of Petroleum Exporting Countries (OPEC) controls over 40% of the
global oil supplies. The OPEC influences oil prices by setting production levels to meet the
global demand for crude oil, increasing or decreasing production. When demand exceeds
supply, the prices will go up, and when supply exceeds demand, the prices go down. In
addition, politics, interest rates and natural disasters, such as COVID-19, can also impact
crude oil prices.

Crude oil prices affect many levels, including global economic and trade development,
national security, economy, central bank policy and corporate profitability. If we can make
accurate predictions, the uncertainty about the future can be reduced. From a government
perspective, making accurate forecasts on crude oil prices and implementing appropriate
measures can reduce domestic economic shocks and increase the well-being of people.

The fuel cost accounts for somewhere between 22 and 38% of total expenses in the airline
industry and is the first or second highest cost item. Therefore, it is essential to operate fuel-
efficient aircraft and execute other strategies that can help mitigate jet fuel price volatility.
Before the pandemic, a fuel hedging strategy was used by airlines to reduce their exposure to
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fuel prices. In an environment of demand uncertainty and travel restrictions, including
quarantine requirements imposed by governments, a rise in crude oil prices would decrease
airline profitability (Midas Aviation).

The above situation in the airline industry is also applicable to the container shipping
industry. The bunker cost is the first or second highest cost item. A decline in crude oil prices
ultimately flows through to the price ofmarine fuel. The IMO 2020 rule requires shipswithout
exhaust-gas scrubbers to switch from 3.5% heavy fuel oil to cleaner 0.5% sulfur fuel called
very low sulfur fuel oil (VLSFO). The average VLSFO price at the world’s top four bunker
hubs was $494 per ton, which was much higher than one year ago. An increase in crude oil
price would decrease the container shipping industry’s profitability.

There is no doubt that crude oil price forecasts are beneficial to governments as well as
industries. Thus, forecasting crude oil prices has been an important subject of research by
both academia and industry. The purpose of this paper is to make comparisons on different
univariate forecasting methods to provide a more accurate short-term forecasting model on
the crude oil price for rendering a reference to authorities or managers.

Our paper is organized as the following: Section 2 provides the literature review. Section 3
presents the methodology. The comparison of the results from all methods is discussed in
Section 4. Finally, Section 5 provides some concluding remarks.

2. Literature review
Bashiri Behmiri and Pires Manso (2013) provided a comprehensive review of crude oil price
forecasting techniques. They categorized the existing forecasting techniques into the two
main groups of quantitative and qualitative methods. The quantitative method includes
econometrics methods and nonstandard methods. Among them, econometrics models are
grouped into threemodels: time series models, financial models and structural models. On the
other hand, the main nonstandard methods that are most frequently applied in oil price
forecasting are artificial neural networks and support vector machines. On the other side,
qualitative methods estimate the impact of infrequent events, such as wars and natural
events on oil prices; these approaches, such asDelphimethod, belief networks, fuzzy logic and
expert systems, and web text mining method, recently obtained more popularity among oil
price forecasting literature.

Econometrics models are the most frequently used methods in existing oil price
forecasting literature. Most of the literature studies on econometric methods to predict oil
prices use time series models to make predictions. Time series models predict future oil prices
based on historical data. In these models, the future price behaviors are deduced from their
historical data. Time series models include moving average, exponential smoothing,
decomposition method, autoregressive integrated moving average (ARIMA), generalized
autoregressive conditional heteroskedasticity (GARCH) and vector autoregressive (VAR).

ARIMA models are widely used in forecasting crude oil prices. Ahmad (2011) applied the
ARIMA approach for the time series analysis of monthly average prices of Oman crude oil.
The author recommended a seasonal ARIMA for short-term forecasting. Xiang and Zhuang
(2013) collected the monthly price of Brent crude oil from November 2012 to April 2013 and
constructed an ARIMAmodel that provided a good prediction result. Zhao andWang (2014)
proposed an ARIMAmodel to predict world crude oil based on data from 1970 to 2006. They
found that themodel was able to describe and predict the average annual price of world crude
oil for the short-term forecast. Mensah (2015) examined themonthly Brent oil price for the last
two decades using ARIMA techniques and compared different ARIMA models. The result
showed that the ARIMA (1,1,1) model was the best forecastingmodel amidst the volatilities in
the oil price. Faruk (2018) used the ARIMA to construct the best model for the average
monthly price of crude oil in Nigeria and recommended that the government should change
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the oil price benchmark and replace the MA model with the ARIMA model to ensure more
excellent financial stability and efficient fiscal management in Nigeria. Selvi et al. (2018)
constructed the ARIMA model to forecast the average annual crude oil price of the period
2017–2021 based on the data of 1946–2016.

The ARIMA model is a linear model, which captures time series linear characteristics.
However, some authors believed it might not be easy to grasp the risky and volatile data and
explore other models. Sadorsky (2006) compared different forecasting models to forecast
petroleum prices. West Texas Intermediate (WTI) daily future prices of crude oil, heating oil
and unleaded gasoline were used. The results showed that the GARCH type models
outperformed the other techniques. Yaziz et al. (2011) used Box–Jenkins and GARCH models
to construct a forecast model of the daily price of West Texas crude oil. The study collected a
large amount of historical data and found that GARCH (1, 1) captured the volatility of the
data. Nwafor et al. (2018) compared the prediction ability of eight models based on the OPEC
Reference Basket, and the results showed that the GARCH(1,1) model providedmore accurate
daily price forecasts. Gupta et al. (2020) collected a total of 1,500 records of the closing price of
crude oil (5 years and 11 months). They proposed a forecasting model based on the back-
propagation learning algorithm. The main advantage of this kind of neural network is to
build a model for the nonlinear and complex relationship between input and output.

The multivariate time series model can be used to explain the causal relationship
between variables. The advantage of using this type of model is that it can explain the
causes and consequences in logical analysis and help the decision makers maintain a keen
eye on oil price trends. But whether it is more accurate and stable is indecisive. Ye et al.
(2005) proposed a forecast model for the monthly spot price of West Texas crude oil. They
incorporated variables such as oil inventories, oil production, imports and demand on
spot oil prices into the model. Since the total oil inventory level measures the balance
between oil production and demand, the model could reflect the changing market
conditions of crude oil prices.

Beckers et al. (2015) incorporated relevant variables into the vector auto-regression model.
These variables include consumer price index (CPI) inflation, dollar exchange rates, US three-
month and ten-year Treasury yields, spreads between long-term and short-term interest
rates, oil supply and demand from major producers or regions, global industrial production,
the Organisation for Economic Co-operation and Development (OECD) inventory demand
and other variables. Although the vector auto-regression model has good forecast
performance, it is still difficult to predict in the long-term sample with structural change.

Lyu et al. (2017) collected oil price data for 2003–2015, used a combination of factor
analysis and data correlation to select the factors affecting West Texas crude oil prices for
world crude oil demand, world crude oil supply, US crude oil inventories and the US dollar
index. The authors incorporated these variables into the established inverted neural network
and an ARIMA model to predict West Texas crude oil prices. The results indicated that the
inverted neural network model had a better performance.

Crude oil prices are highly uncertain. Sometimes the prices remain stable; sometimes, the
prices are unstable. To build a model, it must collect a tremendous amount of data. This
process is very time-consuming, so a simple model using a small data size is getting popular.
Scholars have tried to use the gray forecast in crude oil price forecasting in recent years,
which brings a new application to this field. Lin (2009) used the grey forecast model to
forecast the average monthly price of WTI crude oil. Xu (2010) applied the grey model to
forecast China’s crude oil consumption. Huang et al. (2016) utilized the grey prediction model
to predict global crude oil consumption. Duan et al. (2018) made forecasting of crude oil
consumption in China using a grey prediction model. Norouzi et al. (2020) adopted the gray
forecasting model to predict the OPEC crude oil prices. The results of the gray forecast model
are better than that of long-term data.
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From the literature, we found that the time series model is the widely adopted method for
crude oil price forecasting. It is also evident that most studies have focused on long-term
forecasting and used a large data size. There is limited research using a small data size and
comparing the performance of different methods on short-term forecasting. This paper
attempts to bridge this gap in the application, so we aim to find a practical and yet highly
accurate model. In this research, six different univariate methods, namely the Grey Forecast,
the hybrid grey model, the multiplicative decomposition model, the trigonometric regression
model, the regression model with seasonal dummy variables and the seasonal autoregressive
integrated moving average (SARIMA), have been used.

3. Methodology
3.1 Grey forecasting model
Grey theory, developed originally by Deng (1989), is a generic theory that deals with systems
characterized by poor information or insufficient information. The primary merit of a grey
model is that it needs fewer data to generate forecasts.

GM (1, 1) is a notation for a first-order and single-variable grey model. The constructing
process of GM (1, 1) can be described as follows.

Denote the original data sequence as

xð0Þ ¼ �xð0Þð1Þ; xð0Þð2Þ; xð0Þð3Þ; :::; xð0ÞðnÞ�; (1)

where x(0) (k) stands for the original data sequence in period k. The following sequence xð1Þ is
defined as

xð1Þ ¼
 X1

k¼1

xð0ÞðkÞ;
X2
k¼1

xð0ÞðkÞ; :::;
Xn
k¼1

xð0ÞðkÞ
!

¼ �xð1Þð1Þ; xð1Þð2Þ; xð1Þð3Þ; :::; xð1ÞðnÞ�:
(2)

Equation (2) was generated based on the accumulated generating operation (AGO) of
Equation (1).

To test whether the sequence was acceptable for constructing themodel, we calculated the
class ratio σðkÞ as follows:

σð1ÞðkÞ ¼ xð1Þðk� 1Þ
xð1ÞðkÞ ; k≥ 2; (3)

If the original sequence σð1ÞðkÞ ∈ (0,1), then xð1ÞðkÞwas suitable for constructing the model.
After completing the class ratio test, we constructed the GM(1, 1) model by establishing a

first-order differential equation for xð1ÞðkÞ as follows:
dxð1Þ

dk
þ axð1Þ ¼ b (4)

where a and b denoted the coefficients to be determined.
Next, we applied the ordinary least squares method to Equation (4) to estimate the

coefficients of a and b. After obtaining the estimated coefficients,baandbb, we substitutedba andbb in the following equation:

bxð1Þðkþ 1Þ ¼ xð0Þð1Þ �
bbba

 !
e−ba k þ bbba and bxð1Þð1Þ ¼ xð0Þð1Þ (5)
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The forecast value of the time series could easily be calculated using the inverse accumulated
generating operation (IAGO) to convert to xð0ÞðkÞ as follows:bxð0Þðkþ 1Þ ¼ bxð1Þðkþ 1Þ � bxð1ÞðkÞ (6)

3.2 Hybrid grey forecasting model
Peng and Chu (2009) found that the classical decomposition model was the best model for
forecasting container throughput with seasonal variations.Wemodified the same forecasting
model proposed by Peng and Chu (2009) by combining the greymodel with the multiplicative
decompositionmodel. Since the size of the initial sequence in the grey forecast could affect the
forecast performance, we searched for the initial sequence’s size with the lowest prediction
errors. The constructing steps are as follows.

(1) Step 1: The first step is to remove the seasonal component from the original data; this
step is equal to the calculation of the multiplicative decomposition model discussed in
Section 3.3. The predicted results were used as the input in Steps 2 and 3.

(2) Step 2:We constructed a grey forecastmodel, as discussed in Section 3.1, based on the
time-series data obtained in Step 1.

� By setting K, the initial sequence’s size to four, we obtained the predicted values
and prediction errors.

� We changed the size ofK to 5 and continued the same calculation processes until
K 5 8.

� We identified a value of K that provided the lowest prediction error.

(3) Step 3: We conducted a grey forecast month by month based on the data for the same
month of different years.

(4) Step 4: Comparing the results from both Step 2 and 3, we chose K’s size with the
lowest prediction error.

3.3 Multiplicative decomposition model
In the decomposition model, time series can be decomposed into four separate factors: trend,
seasonal, cyclical and irregular factors. The decomposition model is based on intuition rather
than theory. Two types of decomposition models: multiplicative and additive models, are
commonly used in practice. In this study, we adopted the multiplicative model and expressed
the time series as follows:

Yt ¼ TRt 3 SNt 3CLt 3 IRt; (7)

where Yt is the observed value of the time series in time period t.

TRt is the trend factor in time period t,

SNt is the seasonal factor t in time period t,

CLt is the cyclical factor in time period t and

IRt is the irregular factor in time period t.

First, we calculated a 12-period moving average and denoted it asMAt for period t. Next, the
centered moving average at time t was calculated as CMAt ¼ 1

2 ðMAt þMAtþ1Þ. Since the
trend and cyclical components were included in the centralized moving average series,
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i.e. CMAk 5 TRt 3 CLt, in Equation (7), we calculated the product of the seasonal and

irregular components of the time series as follows: SIt 5 SNt 3 IRt ¼ Yt

CMAt
.

To remove the irregular factor from SIt, we estimated the average of the observations in
month t for four successive years to obtain the seasonal factor for month t, expressed
as SNt ¼ 1

4 ðSIt þ SItþ12 þ SItþ24 þ SItþ36Þ.
Dividing Yt by the seasonal index SNt, we generated a deseasonalized series ( Yt

SNt
), for

estimating the trend factor TRt. Next, the deseasonalized time series data were used to
estimate TRt by a linear trend model as follows:

TR0
t ¼ αþ βt þ εt (8)

To obtain the point estimates for α and β, we employed the least squares method to
Equation (8) and obtained the following estimate for the trend factor:dTR0

t ¼ aþ bt (9)

3.4 Trigonometric regression model
The trigonometric model can forecast time series that exhibit seasonal variations. We
adopted a general specification that allows the modeling of a more complicated increasing
seasonal pattern, suggested by Bowerman and O’Connell (1993), as follows:

Yt ¼ β0 þ β1t þ β2 sin

�
2πt
L

�
þ β3t cos

�
2πt
L

�
þ β4 cos

�
2πt
L

�
þ β5t cos

�
2πt
L

�
þ β6 sin

�
4πt
L

�
þ β7t sin

�
4πt
L

�
þ β8 cos

�
4πt
L

�
þ β9t cos

�
4πt
L

�
þ εt;

(10)

where L denotes the number of periods within a year in the data. In our case, we considered
the monthly data so L is 12.

3.5 Regression model with seasonal dummy variables
The regression model can provide an advantageous technique for analysis variance by using
seasonal dummy variables. When analyzing a time series with seasonal variation, we often
use a model of the following form:

Yt ¼ TRt þ SNt þ εt;

whereTRt is the trend in time period t, SNt is the seasonal factor in time period t and εt denotes
the error term in time period t. Assuming that seasonal variations could be represented by
dummy variables with one for each month, we have the season factor as follows:

SNt ¼
X11
i¼1

βsiXsi;t; (11)

where Xsi;t ¼
�
1 if period t is month i; i ¼ 1; 2; 3; :::; 11;
0 otherwise:

Substituting Equation (11) into the above model of the time series, we obtained the
regression model as follows:

Yt ¼ β0 þ β1t þ βs1Xs1;t þ βs2Xs2;t þ $$$$$$$þ βs11Xs11;t þ εt: (12)
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Applying the least squares method to Equation (12), we expressed the forecasted value of the
time series as bYt ¼ b0 þ b1t þ bs1Xs1;t þ bs2Xs2;t þ $$$$$$$þ bs11Xs11;t: (13)

3.6 ARIMA
This research’s seasonal model is the most general form of a univariate class of models
originally suggested by Box and Jenkins (1976). It has been extensively studied and used
in different fields. An important concept for the model building process is that the time
series data is required to be stationary. It implies that the probabilistic structure of the
series does not change over time. The SARIMA is an extension to ARIMA that supports
time series with a seasonal component by incorporating seasonal factors into ARIMA
model. The SARIMAmodel is usually denoted as SARIMA(p, d, q) (P, D, Q)s, where p is the
autoregressive order, d is the number of differencing operations, q the moving average
order and P, D and Q are the corresponding seasonal orders. The SARIMA has the
following form:

wpðBÞΦpðBsÞ∇d
∇

D
s Z t ¼ θqðBÞΘQðBsÞεt; (14)

where

ψp(B) 5 (1�ψ1B�ψ2B
2� . . . �ψp B

p),

Φp(B
s) is the seasonal operator of order P,

B is the backshift operator with Bm(Zt) 5 Zt-m,

s is the season length,

Pd5(1�B) is the non-seasonal operator,

∇
D
s ¼ ð1−BsÞD is the seasonal differencing operator,

Zt is the stationary data at time t,

θq(B) 5 (1�θ1B�θ2B
2� . . . �θqB

q) and

ΘQðBsÞ is the seasonal operators of order Q, and εt is the white noise with zero mean and
variance.

After transforming the original data into a stationary time series, a model building process
included identification, parameter estimation and diagnostic checking. A tentative
autoregressive moving average process was developed at the identification stage based on
the theoretical model’s estimated shape. This process of comparison allowed the definition of
p and q.

Having specified an initial model, we estimated the unknown parameters in Equation (14)
by inspecting the behavior of the auto-covariance function and partial autocorrelation
function.

At the final stage, diagnostic checking, we examined the residuals to determine the
model’s adequacy. If the model is adequate, it was used in the forecasting.

4. Data and results
In this section, we first describe the data used for the study. Results from all six forecasting
models are reported next. Then, we evaluate the results by the three criteria and compare the
forecasting accuracy of the models.
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4.1 Time series data on crude oil price
The monthly data on the average crude oil price is collected from January 2015
to December 2019. We split the data into two sets: an in-sample data set for estimation
and an out-of-sample data set for prediction. The in-sample data cover the period from
January 2015 to December 2018, while the out-of-sample data are from January to
December 2019.

4.2 Results for the models
4.2.1 Grey forecasting. With the grey model, the forecast values are susceptible to the
size of the initial sequence of the time series chosen. Therefore, we conducted the grey
forecast five times by varying the initial sequence and found that the lowest prediction
errors were obtained when the size of the initial sequence was equal to 4. The following
steps demonstrate the process of generating predicted values for the time series by the
grey model:

(1) Class ratio test:

Application of GM(1,1) model requires that the time series data pass the class ratio test first.
Asmentioned in Section 3.1, the value of σðkÞmust fall within the interval between 0 and 1 for

the sequence xð0Þ to fit the grey model. The results of the class ratio test suggest that the grey
model is appropriate for the time series.

(2) Accumulated generated operation (AGO):

Based on equation (2), we perform AGO to obtain the sequence.

(3) Mean value generating sequence:

We calculated the mean value generating sequence based on the sequence obtained after
accumulated generated operation.

(4) Time series prediction model

Using the least square method, we obtain estimates for coefficients a and b as follows:ba ¼ 0:1868912999 bb ¼ 89:6763678173

These estimates are used to get

bX ð0Þðkþ 1Þ ¼
�
1� eba�

24X ð0Þð1Þ �
bbba
35e−ba k (15)

Based on equation (15), the predicted values of the time series from January 2019 to December
2019 are calculated and presented in Table 3.

4.2.2 Hybrid grey forecast. Following the same calculation procedures described in Section
3.2 for the hybrid grey model, we can obtain the predicted crude oil prices from January 2019
to December 2019. The detailed results are also given in Table 3.

4.2.3 Multiplicative decomposition model. Based on the multiplicative decomposition
model discussed in Section 3.3, we summarize the calculation results for crude oil prices in
Table 1.

4.2.4 Trigonometric regression model.We estimate equation (10) using statistical analysis
system (SAS) statistical software and obtain the following results:
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t Yt 12 MA
CMA 5 TRt

*CLt SNt*IRt SNt

TR0
t 5 Yt/
SNt TR

∧
t 5 aþbt

Yt

∧
5

TR
∧

t 3 SNt

1 47.4 0.982 48.27 41.4572 40.7068
2 50.83 0.959 52.99 41.9014 40.1909
3 47.85 0.985 48.57 42.3455 41.7182
4 54.44 1.029 52.92 42.7896 44.0147
5 59.26 1.066 55.58 43.2337 46.0992
6 59.8 1.032 57.96 43.6779 45.0624
7 51.16 48.759 48.094 1.064 1.010 50.65 44.1220 44.5683
8 42.86 47.429 46.576 0.920 0.951 45.08 44.5661 42.3712
9 45.48 45.723 45.303 1.004 0.977 46.54 45.0102 43.9851
10 46.2 44.883 44.321 1.042 1.022 45.22 45.4544 46.4419
11 42.64 43.759 43.242 0.986 0.992 42.98 45.8985 45.5326
12 37.19 42.725 42.265 0.880 0.995 37.37 46.3426 46.1242
13 31.44 41.804 41.543 0.757 0.982 32.02 46.7867 45.9399
14 30.35 41.282 41.360 0.734 0.959 31.64 47.2309 45.3028
15 37.77 41.439 41.426 0.912 0.985 38.34 47.6750 46.9688
16 40.96 41.413 41.567 0.985 1.029 39.82 48.1191 49.4968
17 46.85 41.721 41.845 1.120 1.066 43.94 48.5633 51.7819
18 48.75 41.969 42.583 1.145 1.032 47.25 49.0074 50.5608
19 44.89 43.198 44.078 1.018 1.010 44.44 49.4515 49.9517
20 44.75 44.958 45.918 0.975 0.951 47.07 49.8956 47.4382
21 45.17 46.878 47.370 0.954 0.977 46.22 50.3398 49.1933
22 49.89 47.863 48.288 1.033 1.022 48.83 50.7839 51.8872
23 45.62 48.713 48.782 0.935 0.992 45.99 51.2280 50.8196
24 51.93 48.851 48.702 1.066 0.995 52.18 51.6721 51.4286
25 52.56 48.553 48.627 1.081 0.982 53.53 52.1163 51.1729
26 53.40 48.701 48.838 1.093 0.959 55.67 52.5604 50.4148
27 49.58 48.974 49.163 1.008 0.985 50.33 53.0045 52.2194
28 51.17 49.353 49.422 1.035 1.029 49.75 53.4486 54.9789
29 48.50 49.492 49.954 0.971 1.066 45.49 53.8928 57.4646
30 45.17 50.416 50.655 0.892 1.032 43.78 54.3369 56.0593
31 46.67 50.894 51.358 0.909 1.010 46.20 54.7810 55.3351
32 48.03 51.823 52.188 0.920 0.951 50.52 55.2251 52.5052
33 49.71 52.553 53.107 0.936 0.977 50.87 55.6693 54.4014
34 51.56 53.660 54.291 0.950 1.022 50.46 56.1134 57.3325
35 56.71 54.923 55.813 1.016 0.992 57.17 56.5575 56.1066
36 57.67 56.703 57.626 1.001 0.995 57.94 57.0017 56.7330
37 63.70 58.549 59.552 1.070 0.982 64.87 57.4458 56.4060
38 62.17 60.555 61.381 1.013 0.959 64.82 57.8899 55.5267
39 62.86 62.207 63.058 0.997 0.985 63.81 58.3340 57.4700
40 66.32 63.908 64.705 1.025 1.029 64.47 58.7782 60.4610
41 69.86 65.503 65.493 1.067 1.066 65.52 59.2223 63.1474
42 67.33 65.483 65.126 1.034 1.032 65.26 59.6664 61.5577
43 70.74 64.768 1.010 70.03 60.1105 60.7186
44 67.85 0.951 71.36 60.5547 57.5723
45 70.13 0.977 71.76 60.9988 59.61
46 70.69 1.022 69.19 61.4429 62.78
47 56.48 0.992 56.93 61.8870 61.39
48 49.09 0.995 49.32 62.3312 62.04
49 51.43 0.982 62.7753 61.64
50 54.91 0.959 63.2194 60.64
51 58.10 0.985 63.6635 62.72
52 63.81 1.029 64.1077 65.94

(continued )

Table 1.
Predicted crude oil
price using
multiplicative
decomposition model
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by ¼ 40:66382þ 0:45501 t þ 3:57426 sin

�
2πt
12

�
� 0:10327 t sin

�
2πt
12

�
ð16:8Þ ð5:31Þ ð1:06Þ ð�0:85Þ

�4:11685 cos

�
2πt
12

�
þ 0:05154 t cos

�
2πt
12

�
� 2:18172 sin

�
4πt
12

�
ð�1:2Þ ð0:43Þ ð�0:65Þ

þ0:05425 t sin

�
4πt
12

�
þ 3:97381 cos

�
4πt
12

�
� 0:15647 t cos

�
4πt
12

�
ð0:45Þ ð1:17Þ ð�1:31Þ

(16)

where the number in parentheses indicates the t-value for the estimated coefficient. In
addition, R25 0.4775 and adjusted R25 0.3538. For the analysis of variance, the F-value for
the overall significance of themodel is 3.86 with a p-value of 0.0015, suggesting that themodel
is acceptable empirically. Equation (16) is then used to forecast the crude oil price from
January 2019 to December 2019. Detailed forecast results are summarized in Table 3.

4.2.5 Seasonal dummy regression. Like the trigonometric regression model, we estimate
equation (11) using the SAS statistical package. However, before running the regression, we
conducted a logarithmic transformation of the dependent variable. The results of the
estimation are reported as follows:byt ¼ b0 þ b1t þ bs1Xs1;t þ bs2Xs2;t þ $$$$$$þ bs11Xs11;t

¼ 35:03896þ 0:46437t þ 4:91305Xs1;t þ 4:86118Xs2;t þ 4:72431Xs3;t

ð6:76Þ ð5:1Þ ð0:81Þ ð0:8Þ ð0:78Þ
þ 7:696744Xs4;t þ 10:39808Xs5;t þ 9:07871Xs6;t þ 6:71684Xs7;t

ð1:32Þ ð1:73Þ ð1:51Þ ð1:12Þ
þ 3:75997Xs8;t þ 5:0456Xs9;t þ 6:54374Xs10;t þ 1:85687Xs11;t

ð0:63Þ ð0:84Þ ð1:09Þ ð0:31Þ (17)

where, again, the number in parentheses is the t-value for the coefficient estimate. TheF-value
for the overall significance of themodel is 2.52 with a p-value of 0.0166; whileR25 0.4635 and
adjusted R2 5 0.2795. Based on the results reported in equation (17), we calculate the
predicted crude oil prices from January 2019 to December 2019. The detailed results are listed
in Table 3.

t Yt 12 MA
CMA 5 TRt

*CLt SNt*IRt SNt

TR0
t 5 Yt/
SNt TR

∧
t 5 aþbt

Yt

∧
5

TR
∧

t 3 SNt

53 60.78 1.066 64.5518 68.83
54 54.61 1.032 64.9959 67.06
55 57.33 1.010 65.4401 66.10
56 54.76 0.951 65.8842 62.64
57 56.90 0.977 66.3283 64.82
58 53.91 1.022 66.7724 68.22
59 56.92 0.992 67.2166 66.68
60 59.77 0.995 67.6607 67.34 Table 1.
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4.2.6 ARIMAmodel.By examining the historical data, we found that a trend existed in the
data. Hence, the original series needs a first differences or other forms of differencing to
produce a stationary series. After conducting several differences, we found that the second
differences can produce a stationary data for the original data. From Figure 1, we can see that
the original data becomes stationary after a second differences.

Once we have transformed the original data into stationary time series, we use the
autocorrelation function (ACF) and partial autocorrelation function (PACF) to identify
tentative Box–Jenkinsmodels. Three possiblemodels are summarized inTable 2. A goodway

Figure 1.
The SAS output of the
ACF and PACF for the
second differences of
the original data

MABR
8,1

42



to check the adequacy of an overall Box–Jenkins model is to analyze the residuals obtained
from the model. The Ljung–Box statistic from the SAS output is used.

Table 2 provides a summary of the Ljung–Box statistic values and prob-values for the
possible models. Using the Ljung–Box statistic values and prob-values to check the model
adequacy, we found that bothModels 2 and 3 are not adequate since not all p-values are>0.05.
Hence, it is clear that only Model 1 is adequate since the Ljung–Box statistic values (Chi-
Square values) are small, and all p-values are >0.05.

The best model identified for crude oil price is ARIMA(2,2,0) and estimated as follows:

Zt ¼ 0:99775Zt−1 � 0:56635Zt−2 þ εt
ð6:73Þ ð�3:84Þ (18)

where the value in parentheses refers to the t-value for the coefficient estimate. Equation (18)
is used to forecast crude oil price for the ARIMA specification.

4.3 Comparison of forecasting methods
The predicted values of crude oil price for the out-of-sample period from January to December
2019 are computed for each of the six forecasting methods. We summarize the results in
Table 3, along with actual crude oil prices for comparison.

To Lag Chi square p-value

Model 1: ARIMA(2,2,0)
Zt 5 ψ1Zt-1 þ ψ2Zt-2 þ εt
Zt is the second differences of the original time series

6 2.74 0.6016
12 7.14 0.7125
18 9.45 0.8936
24 13.10 0.9303

Model 2: ARIMA(2,2,0)
Zt 5 ψ2Zt-2 þ εt
Zt is the second differences of the original time series

6 14.86 0.0110
12 21.91 0.0251
18 26.77 0.0615
24 34.41 0.0595

Model 3: ARIMA(2,1,0)
Zt 5 ψ1Zt-1 þ ψ2Zt-2 þ εt
Zt is the quadratic roots of the original time series

6 13.19 0.0001
12 13.94 0.2364
18 14.57 0.6266
24 14.69 0.9054

Actual
price

Grey
forecast

Hybrid
grey

forecast
Multiplicative
decomposition

Trigono-
metric
model

Seasonal
dummy

regression
ARIMA
(2,2,0)

1 51.43 39.86 56.53 61.64 59.40 62.70 52.37
2 54.91 47.32 64.30 60.64 63.65 63.11 51.77
3 58.10 57.91 66.41 62.72 66.18 63.44 51.15
4 63.81 61.80 64.30 65.94 65.01 67.15 54.39
5 60.78 68.44 69.30 68.83 62.26 70.04 55.81
6 54.61 63.55 69.51 67.06 62.09 69.19 53.46
7 57.33 51.15 60.47 66.10 66.23 67.29 56.51
8 54.76 54.11 63.90 62.64 71.80 64.80 55.90
9 56.90 55.71 66.87 64.82 73.85 66.55 58.29
10 53.91 55.89 65.99 68.22 70.29 68.51 59.74
11 56.92 54.35 70.95 66.68 64.32 64.29 54.30
12 59.77 55.93 64.10 67.34 61.52 62.90 50.82

Table 2.
A summary of the Q*

values and prob-values
for the models

Table 3.
Actual and predicted
crude oil prices Unit:

USD/per barrel
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Yokum and Armstrong (1995) conducted two studies on experts’ opinions on the criteria
used in selecting forecasting techniques. They found that accuracy was considered to be the
most critical criterion across by most researchers. Since there is no universally accepted
measure of accuracy that can be applied to every forecasting situation, several criteria are
typically used to comprehensively assess forecasting models. The performance of the models
often differs depending on the accuracy measure being used (Makridakis et al., 1982). In this
study, we consider three criteria of measuring accuracy commonly chosen to assess the six
forecasting models. They are the root mean squared error (RMSE), the mean absolute error
(MAE) and the mean absolute percent error (MAPE) defined as follows:

MAE ¼
Pn
i¼1

				Y i � Y i

∧
				

n
(19)

MAPE ¼
100

Pn
i¼1

						 Yi�Yi

∧

Yi

						
n

(20)

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

�
Y i � Y

∧

i

�2

n

vuuut
(21)

where Yi and Y
∧

i are the actual and the predicted values of the time series in period i,
respectively. Obviously, all three measures are positive in value, and the smaller is the value
obtained for each of the measures calculated the better the performance of the forecasting
method.

The comparative results of forecasting accuracy of the six methods are presented in
Table 4. Table 4 shows that the grey forecast is clearly the best forecasting model since it has
the lowest values of all three performance measures. The ARIMA appears to be the second
best model for forecast accuracy regardless of the three measures used. There seems to be no
major significant difference between the results from the hybrid grey forecast, multiplicative
decomposition and trigonometric model. On the other hand, seasonal dummy regression is
found to be the worst method for predicting crude oil prices.

In the research on the forecast, it is a fact that no single forecasting model is the best for all
situations under all circumstances (Makridakis et al., 1982). Nevertheless, from all
performance measurements reported above, we found that, in general, the grey forecast
outperformed other forecast methods in this study and is a reliable method for forecasting
crude oil prices.

Accuracy measure

Forecasting method
MAE MAPE RMSE

Grey forecast 4.53 8.12 5.77

Hybrid grey forecast 8.28 14.78 9.28

Multiplicative decomposition 8.28 14.80 8.86

Trigonometric model 8.62 15.52 10.20

Seasonal dummy regression 8.90 15.94 9.59

ARIMA(2,2,0) 4.99 8.68 5.63

Table 4.
Performance of various
methods of forecasting
crude oil prices
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5. Conclusions
In this paper, six methods, including the grey forecast, the hybrid grey forecast, the classical
decomposition, the trigonometric model, the seasonal dummy variables and the ARIMA,
have been applied to forecast West Texas crude oil prices based on the monthly data. We
compare the predicting accuracy of the models by calculating MAE, MAPE and RMSE for
each of the models.

Grey forecast is the bestmodel for crude oil price forecasting. Comparing the results of this
study with Lin’s (2009) paper, it is pointed out that the grey forecast is based on a small
sample, simple calculation and accurate prediction. In Lin’s study, the WTI crude oil price
prediction in February 2009 with an accuracy of 95.62%. The results are similar to those of
this study, which had an accuracy of 98.83, 97.92, 96.45 and 95.50%, in August, September,
October and November 2019, respectively.

ARIMA is the second bestmodel for crude oil price forecasting. Although the time series of
crude oil prices is seasonal, it is not very obvious. The single variable ARIMAmodel is based
on mathematical and statistical theory and can convert the historical data of oil price into a
stationary pattern, which is a reliable forecasting model in capturing the characteristics of
time series. The contribution of this study is using a small size of data and comparing the
performance of different methods on short-term forecasting. This paper bridged this gap in
the application and found a practical and yet highly accurate model.

There is a research limit in our paper. The collapse of oil prices occurred during the time
when COVID-19 had halted much of global economic activity. The phenomenon of negative
oil prices in 2020 may be the reason that cannot be well explained in all forecasting methods
because it is affected by the epidemic situation, other human factors and economic measures
to prevent a severe economic downturn.

In the future, if the research focuses on explaining the causal relationship between
variables, a multivariate approach can be used since many factors affect the crude oil price.
Furthermore, it may be worthwhile to combine and explore other forecasting methods, such
as neural networks, artificial intelligence or advanced data mining techniques, to predict
crude oil prices.
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